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Abstract
Regional access networks play an essential role in connecting

both wireline and mobile users to the Internet. Today’s access

networks support 5G cellular phones, cloud services, hospital

and financial services, and remote work essential to the mod-

ern economy. Yet long-standing economic and architectural

constraints produce points of limited redundancy that leave

these networks exposed to targeted physical attacks resulting

in widespread outages. This risk was dramatically shown in

December 2020, when a bomb destroyed part of AT&T’s re-

gional access network in Nashville, Tennessee disabling 911

emergency dispatch, air traffic control, hospital networks, and

credit card processing, among other services.

We combine new techniques for analyzing access-network

infrastructure deployments with measurements of large-scale

outages to demonstrate the feasibility and quantify potential

impacts of targeted attacks. Our study yields insights into

physical attack surfaces and resiliency limits of regional ac-

cess networks. We analyze potential approaches to mitigate

the risks we identify and discuss drawbacks identified by net-

work operators. We hope that our empirical evaluation will

inform risk assessments and operational practices, as well as

motivate further analyses of this critical infrastructure.

1 Introduction

Regional access networks are an essential component of the

Internet infrastructure: they connect end users to the rest of

the Internet. In order to balance reliability and performance

against the enormous cost of providing last-mile connectivity

to vast populations of geographically distributed users, access

networks aggregate customer traffic into layers of central of-

fices that are connected with varying degrees of redundancy.

Unlike backbone networks, access networks often lack suf-

ficient redundancy to withstand single-facility failures and a

recent study showed that third parties can infer these points of

limited redundancy [1]. Troublingly, physical attacks against

regional access network infrastructure are becoming increas-

ingly common [2–5].

Today’s regional access networks are far more critical

than when they were first deployed, with ballooning real-

world impacts of network outages. No longer just conduits

of landline telephone and cable TV, modern access networks

support 4/5G cellular phones, cloud services, hospital and

financial services, and the remote work essential to the mod-

ern economy. Perhaps the most dramatic illustration of these

inter-dependencies occurred in December 2020 when a bomb

disconnected an AT&T network facility in Nashville, Ten-

nessee [6]. This single event took the entirety of AT&T’s

wireline and wireless network in the Nashville area offline for

several days. It also disconnected 911 emergency services [7],

grounded flights by taking air traffic control offline [8], pre-

vented hospitals from reaching remote records and health-care

providers [9], and even halted credit card processing [10]. We

believe these circumstances demand a clear-eyed assessment

of the threats to regional access network infrastructure and a

reconsideration of the operational trade-offs occurring today.

In this paper, we evaluate the ways in which regional In-

ternet access networks are at risk of physical attack in an

effort to better inform the cost-benefit analysis of existing and

future deployments. We perform a large-scale measurement

campaign to study the impact of infrastructure failures on real-

world access networks. Specifically, we continuously monitor

users of the primary access networks in several regions of

the United States for a year. When we observe large corre-

lated outages, we identify the portion of the access network

topology that likely failed using a technique we introduce in

this work. To our knowledge, this is the first public study to

assess the potential impacts of physical attacks on the regional

access network infrastructure in the U.S.

Furthermore, we show how operational practices may facil-

itate targeted attacks. For example, regulations often require

providers to record locations of their diesel fuel storage and

battery backup power systems in local hazardous-materials

registries. We demonstrate that an attacker often can identify

the physical infrastructure serving a particular region based

upon a set of design patterns: access networks typically have

well-segregated coverage areas. As a result, an attacker can



infer the infrastructure providing service to a particular target

area by, e.g., wardriving nearby public WiFi hotspots.

We hope that our work will spur further analyses of this

critical infrastructure. This paper makes the following contri-

butions:

• We identify concrete threats to operational regional

access networks. Through conversations with operators at

the largest U.S. access networks and by analyzing recent

results on mapping access network topology [1], we describe

how the redundant power and packet-transport infrastructure

currently in place to withstand natural events is insufficient

for intentional attacks.

• We study the root cause and impact of large access

network outages. We combine inferred network infrastruc-

ture maps with continuous reachability measurements to mil-

lions of access network customers to detect outages and iden-

tify the failed infrastructure. We investigate outages of dif-

ferent magnitudes in detail, including the Nashville bombing.

These outages indicate that the scale of an attack’s impact

can be expected to range from thousands to hundreds-of-

thousands of users, and the duration to span hours to days.

• We show that targeted attacks can be launched with-

out insider information. By combining public hazardous-

material datasets with targeted use of the ubiquitous tracer-

oute tool, we show that an attacker can learn the location of

infrastructure whose failure will disconnect specific areas. We

demonstrate feasibility in three different networks.

• We explore potential ways to mitigate risks. Access

networks must balance infrastructure security with manage-

ability and cost, and we explore trade-offs associated with

mitigating physical threats to the infrastructure.

Ethical considerations. The Menlo Report [11, 12] explic-

itly addresses stakeholders such as network/platform owners

in the context of revealing information about critical infras-

tructure that may provide advantages to adversarial actors.

These principles, and feedback from network operators, guide

our approach to anonymization and disclosure of details about

networks. We anonymize details when we explore the at-

tack surface of different networks (§6 and §7), but do not

anonymize networks or locations in case studies (§5) when

those details appear in the public press. All three operators

we consulted were eager to understand what could be gleaned

about their infrastructure by a capable independent third party

and how they could raise the bar for attacks.

2 Background: Access Network Topology

Internet Service Providers (ISPs) design access networks with

significant redundancy to withstand common failures that oc-

cur through random chance, like trees falling on overhead

fiber or mains power outages. This redundancy provides some

protection against physical attacks as well: networks can con-

Backbone PoPs

Edge COs

Aggregation COs

Last-mile 

loops

Internet

regional network

backbone PoP

100s

100,000s

house holds

1,000s

10,000s

Figure 1: Access network hierarchy: EdgeCO routers aggre-

gate customers and AggCO routers aggregate EdgeCOs.

tinue to function as normal after incurring a fiber or power

cut. However, physical attacks that damage the backup sys-

tems as well can lead to widespread outage, as we will show.

To understand this risk, we describe the general architecture

of Internet access networks (§2.1) and discuss where access

networks deploy topological redundancy (§2.2).

2.1 Key Topological Elements

Access networks consist of dense deployments of fiber optic

cables—and often also powered equipment—in nearly every

neighborhood in the geographic regions where they provide

service (e.g., a metropolitan area). To provide Internet access,

each access network connects back to a small number of

Internet backbone routers in one or more Internet Points-of-

Presence (PoPs). Providers design their networks to achieve

this connectivity efficiently by aggregating traffic through a

hierarchy of facilities known as carrier offices (COs): these

buildings aggregate traffic with last-mile link technologies

and switches, and pass traffic up or down the hierarchy with

inter-CO routers.

The general network topology of a typical access network

is shown in Fig. 1. An Edge CO (or EdgeCO) aggregates

traffic from hundreds to thousands of customers over last-mile

links; e.g., cable, DSL, and fiber. Similarly, an Aggregation

CO (or AggCO) aggregates traffic from dozens of EdgeCOs

providing service for hundreds of thousands of users—often

across metropolitan areas or entire states. Backbone Points of

Presence (Backbone PoPs) aggregate traffic from one or more

AggCOs and provide Internet transit services over a backbone

network operated by the ISP or another provider.

2.2 Redundant Infrastructure

Based on the topologies of major U.S. access networks re-

vealed in recent work [1] and conversations with network

operators, we explore differences in how ISPs deploy redun-

dancy at different layers of regional access networks.



Some networks deploy redundant last-mile connections

using fiber rings, letting them survive a single fiber cut to the

ring. Well-provisioned networks may even terminate the ring

at two different EdgeCOs to provide CO-level redundancy,

although deploying and maintaining multiple last-mile con-

nections is expensive. In most networks it is only economical

to deploy a single last-mile link to each customer. Without

redundancy, a single cut to a last-mile cable bundle will dis-

connect all customers downstream from the EdgeCO on that

fiber strand. Additionally, depending on the last-mile tech-

nology used in the network (DOCSIS cable, DSL, etc.), an

attacker may be able to disconnect multiple users by cutting a

single link in a neighborhood (e.g., DOCSIS feeder coax).

EdgeCOs aggregate thousands of last-mile links that ter-

minate at specialized devices inside the CO; e.g., CMTS in

cable networks or DSLAM in DSL networks. Often, adding

redundant last-mile links to different EdgeCOs is cost pro-

hibitive, so customers connect to a single EdgeCO. As a result,

an EdgeCO outage will disconnect all downstream last-mile

customers. A group of EdgeCOs connect to one or more

AggCOs through a fiber ring. When a group of EdgeCOs

connects to two or more AggCOs, each AggCO interconnects

with each EdgeCO in one direction around the ring, allowing

the EdgeCO to survive a single AggCO outage.

Smaller regional networks contain a single AggCO layer

with one or two AggCOs. If there is only one AggCO, then an

attacker can disconnect the entire region by attacking that one

CO; if there are multiple, the network can survive one going

down. Larger regions often employ multiple AggCO layers,

where some AggCOs might only aggregate traffic from other

AggCOs. Some providers split their aggregation layers into

two or more subregions and use separate fiber rings with one

or two AggCOs, so a failure of one ring will not take down

all of the region’s EdgeCOs.

At the top of the aggregation hierarchy, one or more Ag-

gCOs, which serve as entry points into the regional access

network, connect to one or two Backbone PoPs, and occasion-

ally interconnect with large transit ISPs as well. If a region

only has one Backbone PoP and that PoP is taken offline, all

customers in that region will be disconnected from the Inter-

net. In regions that have more than one AggCO and Backbone

PoP, each AggCOs usually connects to a different Backbone

PoP. This configuration allows the the entire region to fail

over to the other Backbone PoP if one Backbone PoP fails.

3 Threat Model

This section describes the physical attacks we consider on

regional access networks, where the attacker’s objective is to

cause widespread connectivity outages. We first discuss how

an attacker—without insider knowledge—can damage phys-

ical plant, such as fiber and power (§3.1). Then we discuss

why existing redundancy insufficiently addresses the threat

of intentional attack (§3.2).

3.1 Attacker Capabilities

In this work, we show how an attacker without insider knowl-

edge can cause large-scale outages. We demonstrate that moti-

vated attackers can combine network measurement tools with

public information to identify minimum cuts in the access

network dependency graph and target specific users.

Attackers can damage underground and overhead fiber.

Access networks are built out of fiber optic cables contain-

ing bundles of fiber optic strands that are deployed aerially

along telephone poles or underground in cable vaults. In both

cases, the fiber runs unprotected over large distances, and

attackers can cut them using widely available wire cutters.

Attackers can visually identify a provider’s cables because

they often use fiber ID tags on aerial lines, and marker poles

and labeled cable vaults on underground lines. An attacker

can reach aerial fiber by climbing telephone poles or damag-

ing the poles themselves [13] and cut underground fiber with

digging equipment or by accessing the cable vault. An indi-

vidual attacker can also cut multiple fiber bundles in different

locations before the ISP can repair the fiber. Simply detecting

the location of damaged fiber can take minutes to hours [14],

in part because the provider must dispatch repair crews to the

fault location(s).

Recent examples demonstrate the risks for fiber deploy-

ments. For instance, between 2009 and 2016 there were more

than a dozen incidents of vandals cutting fiber optic cables in

California [4]. Two of the attacks disrupted AT&T’s access

network for hours and led them to offer a $250,000 reward

for information about the culprits [2, 3].

Attackers can disrupt mains power and backup fuel.

Access networks require power inside facilities and out in

the field to maintain network operations. An attacker can cut

the mains power serving this infrastructure, forcing the net-

work to rely on backup power, and that backup power may

run out; e.g., due to lack of fuel. Also, an attacker can damage

the mains and backup power simultaneously, which is what

occurred in the Nashville bombing [10].

3.2 Threats to Fiber and Power Redundancy

ISPs design COs and last-mile links with redundancy to con-

tinue operating in the face of a single fiber cut or loss of

power. Across ISPs, the conventional approach is duplicating

nearly every piece of infrastructure related to power and net-

work transport, such that if one component fails, the redundant

component can seamlessly take over.

Fiber Rings. ISPs physically deploy fibers in a ring topol-

ogy to aggregate traffic from multiple COs to the CO in the

next hierarchy level because rings are resilient to a single

fiber cut at any location on the ring: traffic can route in the





















prevent accidents and shorten repair time, so removing the

labels would likely increase the number and duration of out-

ages due to more common failure modes. This change also

introduces the cost of removing labels on splice boxes placed

at least every ∼1,000 ft along fiber runs [41].

Increase Last-mile Redundancy. Some access networks

do not include redundancy in their shared last-mile links, so

a single fiber cut can take thousands of customers offline.

Providers could add last-mile redundancy by adding a redun-

dant connection back to the EdgeCO using a ring topology.

The primary cost would be the extra network interfaces in the

EdgeCOs(∼$24K per 20K customers for CMTS [42]) and re-

deploying last-mile fiber in a ring. ISPs could further improve

redundancy by connecting customers to two EdgeCOs rather

than one. Operators told us that some business customers

pay to connect to multiple EdgeCOs, but that doing so for all

customers is cost prohibitive.

Another approach is adding backup cellular connectivity to

customer premises equipment. Costs include modem equip-

ment and service plans. However, ISPs need to ensure the

cellular backup link fails independently. This requires ISPs to

provide more transparency about how their wireline access

network is used for backhaul in mobile networks.

Make Access Networks Passive. COs depend on both

power and fiber for connectivity. Removing the dependency

on power would make networks more resilient, and remove

an attack vector. Passive network equipment (e.g., optical

splitters) are already used in the last mile. It may also be

feasible to replace powered routers and CMTSes in EdgeCOs

with entirely passive components driven by an AggCO. This

technology has not yet been developed, and likely requires

longer-term research to develop new passive network tech-

nologies. This solution would also incur the cost of upgrading

network infrastructure across EdgeCOs.

Hide Access Networks in Measurements. As we demon-

strate, an attacker could learn physical topology from wardriv-

ing while performing ICMP traceroutes. It is possible to ran-

domize IP address assignment within a given region making

it more difficult for an attacker to geolocate infrastructure

and users, but operators told us that doing so adds significant

network management complexity. ISPs could also disable

ICMP responses from their router infrastructure and remove

reverse DNS, an inexpensive mitigation. However, this has a

key drawback: operators told us that they and their customers

rely on traceroute and reverse DNS to troubleshoot and diag-

nose problems. Also, we demonstrate that it remains possible

to find COs with other methods (§6).

9 Related Work

The Internet is designed to be able to route around fail-

ures [43], yet large-scale failures are known to occur [20,

22, 44, 45]. Diverse factors cause failures including human

error [46, 47], natural phenomena such as earthquakes [48],

weather [20], solar activity [49], and equipment failure [50].

Our study focuses on vulnerabilities in access networks, since

failures in these networks are challenging to route around.

Attempts to map topological diversity and understand phys-

ical network infrastructure vulnerabilities typically focused

on backbone networks [51–56] and submarine cable net-

works [57, 58]. Analytic and probabilistic models were pro-

posed to estimate the risk and survivability of physical at-

tacks [59–61] and natural disasters [62–64]. Our study focuses

on the topological diversity of regional access networks; we

localized failures to specific EdgeCOs and AggCOs to inform

a risk assessment of access network deployments.

This work builds on prior investigations into cyber attacks

on related critical infrastructure: the electric grid. Internet ac-

cess relies on power, and these prior threat assessments reveal

how an attacker can force access networks to rely on backup

power sources. Researchers found vulnerabilities in SCADA

systems that manage electricity networks [65–68], and real-

world attacks that caused electricity outages for hundreds of

thousands of endpoints [69, 70]. They also examined how

an attacker can coordinate demand attacks over the Internet

to cause cascading power grid failures [71–73]. Since these

attacks require Internet connectivity to execute, this work

provides some insight into how the power redundancy built

into access networks may make it possible for an attacker to

continue performing an attack even as it causes parts of the

access network to lose power.

10 Conclusions

Although successful attacks on access networks require so-

phistication and planning, their impact on modern society—

disconnecting critical infrastructure and economic activity—

suggests that motivation for such attacks will increase. Given

the increase in interdependence with other critical services,

we believe our approach to considering resilience of this

infrastructure must evolve. As with other critical ecosys-

tems [73, 74], it would be better not to wait for high-profile

attacks before undertaking this effort.

Our empirical approach combined new techniques for ana-

lyzing access network infrastructure deployments with mea-

surements of weather-induced and accidental large-scale out-

ages to quantify the potential cascading impact of targeted

attacks. We discovered new insights into the physical attack

surfaces and resiliency limit of regional access network infras-

tructure. We also analyzed approaches to mitigating risks we

identified, and associated tradeoffs in terms of cost and man-

agement complexity. Our results can inform risk assessments

and reconsideration of approaches to safeguard this critical

infrastructure on which our lives now depend.
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